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Abstract

SUBSET SUM is a classical optimization problem in computer science, taught to undergraduates as an example
of an NP-hard problem, which is amenable to dynamic programming, yielding polynomial running time if the
input numbers are relatively small. Formally, given a set S of n positive integers and a target integer ¢, the
SUBSET SUM problem is to decide if there is a subset of S that sums up to t. Dynamic programming yields an
algorithm with running time O(nt). Recently, the authors [15] improved the running time to @(ﬁt), and it was
further improved to é(n + t) by a somewhat involved randomized algorithm by Bringmann [4] (where O hides
polylogarithmic factors).

Here, we present a new and greatly simplified algorithm with running time é(ﬁt). We believe the new
algorithm and analysis are simple enough that they can be presented in an algorithms class as a striking example
of applying FFT to a problem that seems (at first) unrelated. In particular, the algorithm and its analysis can be
described in full detail in one and a half pages (see pages 2-3).

1 Introduction

Given a (multi) set S of n positive integers and an integer target value t, the SUBSET SUM problem is to decide if
there is a (multi) subset of S that sums to t. The SUBSET SUM is a classical problem with long history. It is one
of Karp’s original NP-complete problems [12], closely related to other fundamental NP-complete problems such
as KNAPSACK [6], CONSTRAINED SHORTEST PATH, and various other graph problems with cardinality constraints
[8,11,14]. Furthermore, it is one of the initial weakly NP-complete problems; problems that admit pseudopolynomial
time algorithms - a classification identified by Garey and Johnson in [10]. The first such algorithm was given in
1957 ! by Bellman, who showed how to solve the problem in O(nt) time using dynamic programming [2].

The importance of the SUBSET SUM problem in computer science is further highlighted by its role in teaching.
Both the problem and its algorithm have been included in undergraduate algorithms courses’ curriculums and
textbooks for several decades ( [5, Chapter 34.5.5], used as archetypal examples for introducing the notions
of weak NP-completeness and pseudopolynomial time algorithms to college students [13, Chapter 8.8]. In
addition, the conceptually simple problem statement makes this problem a great candidate in the study of NP-
completeness [7, Chapter 8.1]), and, finally, Bellman’s algorithm is also often introduced in the context of teaching
dynamic programming [9, Chapter 5.6].

Extensive work has been done on finding better and faster pseudopolynomial time algorithms for the SUBSET
SuM (for a collection of previous results see [15, Table 1.1]). The first improvement on the running time was a
O(nt/logt) time algorithm by [16], almost two decades go. Recently, the state-of-the-art was improved significantly
to O(ﬁ t) time by the authors [15]. Shortly after, in a follow up work, the running time was further improved to
O(n + t) time by Bringmann [4] — the algorithm is randomized and somewhat involved. It was also shown by
Abboud et al. [1] that it is unlikely that any SUBSET SUM algorithm runs in time O(tl_E 20(”)), for any constant
€ > 0 and target number t, as such an algorithm would imply the Strong Exponential Time Hypothesis (SETH) to
be false.

In this paper, we present a new simple algorithm for the SUBSET SuM problem. The algorithm follows the
divide-and-conquer paradigm and exploits fast Fourier transforms (FFT), matching the best deterministic running
time O(ﬁu) of [15] with a cleaner and more straightforward analysis. At a high level, the algorithm partitions the
input set by congruence classes, computes the subset sums of each class recursively, and combines the results fast
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due to their special structure. We believe this new simple algorithm, despite not improving upon the state-of-the-art,
greatly reduces the conceptual complexity of the problem and increases our understanding of it. As such, we
believe that it can be used in teaching as the new prime example of a pseudopolynomial time algorithm for the
SUBSET SUM problem, as well as a striking example of applying FFT to a seemingly unrelated problem.

2 Notations

Let [u] ={0,1,...,u} denote the set of integers in the interval [0,u]. Given a set S C N, denote the set of all subset

sums of S by
8(s) = {Zs | Tgs},

seT

and by 8, (S) the set S(S) N[u]. Let X and Y be two sets, then denote the set of the pairwise sums of X and Y by
XoY={x+y|xeXandyeY}. Observethatif X=YUZ and Y NZ =0, then S(X) = S(Y)GBS(Z).

Note that the case where the input is a multiset can be reduced to the case of a set with little loss in generality
and running time (see [15, Section 2.2]), hence for simplicity of exposition we assume the input is a set throughout
the paper.

Finally, given a set S of n elements, we define computing all the realizable subset sums up to an upper bound
integer u, the ALL SUBSET SUMS problem. Clearly, computing all subset sums up to u also decides SUBSET SUM
with target value t < u.

3 The algorithm

In this section, we present a new simple algorithm for the ALL SUBSET SUMS problem. It is based on divide-and-
conquer and repeated uses of FFT. The new algorithm is described in Figure 3.1.

1. Lift the elements of S; from the line to a dense area on the plane. 2. Recursively compute the subset sums,
diving the area to two parts each time and combining them via FFT. 3. Project back the points to the line, getting

8u(S:) -

INPUT: A set S of n integers and an upper bound integer u.
OUTPUT:  The set of all realizable subset sums of S up to u.

1. Partition S into b = |_\/nlognJ sets S; =Sr‘|{x €N \ x =i (mod b)}, ie[b—1].
2. Forie[b—1] do:

3. Compute the set of all subset sums Su(Si) via repeated applications of FFT.

4. Return (SM(SO) @Su(51) P--- @Su(sb_l)) N [ul.
Figure 3.1. The algorithm.

3.1 Analysis

The first lemma describes how to compute pairwise sums between sets in almost linear time in their ranges using
FFT.

Lemma 3.1 (Pairwise Sums ®) The following are true:
1. Given two sets S, T C [u], one can compute S ® T in O(ulogu) time.
2. Given two sets of points S, T € [u] x [v], one can compute S® T in O(uv log(u v)) time.
Proof: Let fs = fs(x) = >, s x' (equivalently fs = fs(x,y) = Dies XY ) be the characteristic polynomial

of S. Construct, in a similar fashion, the polynomial f; and let g = fs x fr. Observe that the coefficient of x!
(equivalently x'y/) in g is greater than 0 if and only if i € S ® T (equivalently (i,j) €S @& T 2). Using FFT, one can

21If X, Y C N x N are sets of points in the plane X @ Y = {(x; + y1, X2 + ¥2) | X1, %3 €X, ¥,y € Y}.



compute the polynomial g in O(ulogu) time (equivalently compute g via multidimensional FFT [3, Chapter 12.8],
in O(uvloguv) time), and extract S ® T from it. O

The next lemma shows that the set of all subset sums of each S; can be computed fast due to their special
structure.

Lemma 3.2 Let i and b be integers with i < b. Given aset RC {x € N| x =i (mod b)} of size n, one can compute
SH(R) in O((u/b) nlognlogu) time.

Proof: Look at an element x €R, it is of the form x = yb +1i, with y <u/b. Let Q={(y,1) | x =yb+1i,x €R}.
One can see that S(R) = {yb +ij|(y,j) e S(Q)} 3. As such, it suffices to find S(Q) n ([% +1]x [n]). Partition Q
into two sets Q; and Q, of roughly the same size. Then, S(Q)n([% +1]x [n]) = (S(QJ@S(QZ))O([% +1]x [n]) =
(S(Ql) N ([% +1]x [%])) ® (S(QZ) N ([% +1] % [%])). Compute the last summands via two applications of Lemma

3.1.
The running time follows the recursive formula T(n) = 2 - T(n/2) + O((u/ b)nlogu), which solves to

O((u/b) nlogulog n) proving the claim. |
Combining sets of sums can be done quickly as shown by the following lemma.

Lemma 3.3 Let S C [u] be a set and {Sl-}i.‘=1 be a partition of S into k subsets. Given Su(Sl), . ..,Su(Sk), one can
compute Su(S) = (@f;l Su(Si)) N [u] in O(kulogu) time.

Proof: Let P, = Su(Sl), and let P, = (Pi—l & Su(Si)) N[ul, fori € [2,k]. Then SH(S) = P,. Compute each P;, from
P,_; and Su(Sl-), in O(ulogu) time each using Lemma 3.1. The total running time is O(kulogu). O

Putting everything together, the next theorem completes the analysis.

Theorem 3.4 Let S C [u] be a set of n elements. Computing the set of all subset sums, Su(S), takes O( v/ nlognulog u)
time.

Proof: Partition S into b sets S; =S N {x € N| x =i (mod b)}, each of n; elements. For each S;, compute the set of
all subset sums Su(Si) in O((u/ b)n;logn;log u) time by applying Lemma 3.2. The time spent to compute all Su(Si)
is Zie[b_l] O((u/b) n;logn; logu) = O((u/b) nlognlogu). Combine all Su(Si) via Lemma 3.3 in O(bulogu) time.
The total running time is then O((u/ b)nlognlogu+ bulog u). Choosing b = | y/nlogn] proves the theorem. O
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